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Abstract—In this paper, a novel reconfigurable surveillance sys-
tem that incorporates multiple active-vision sensors is presented.
The proposed system has been developed for visual-servoing and
other similar applications, such as tracking and state estimation,
which require accurate and reliable target surveillance data. In
the specific implementation case discussed herein, the position and
orientation of a single target are surveyed at predetermined time
instants along its unknown trajectory. Dispatching is used to select
an optimal subset of dynamic sensors, to be used in a data-fusion
process, and maneuver them in response to the motion of the ob-
ject. The goal is to provide information of increased quality for
the task at hand, while ensuring adequate response to future ob-
ject maneuvers. Our experimental system is composed of a static
overhead camera to predict the object’s gross motion and four mo-
bile cameras to provide surveillance of a feature on the object (i.e.,
target). Object motion was simulated by placing it on an xy table
and preprogramming a path that is unknown to the surveillance
system. The selected cameras are independently and optimally po-
sitioned to estimate the target’s pose (a circular marker in our
case) at the desired time instant. The target data obtained from the
cameras, together with their own position and bearing, are fed to
a fusion algorithm, where the final assessment of the target’s pose
is determined. Experiments have shown that the use of dynamic
sensors, together with a dispatching algorithm, tangibly improves
the performance of a surveillance system.

Index Terms—Active vision, dispatching, dynamic sensors, sen-
sor fusion, sensing systems, surveillance.

I. INTRODUCTION

TRADITIONALLY, in automated manufacturing environ-
ments, objects have been presented to industrial robots in

exact positions and orientations (poses) using complex and ex-
pensive fixtures. However, recent advancements in automation
technologies, combined with research in machine vision and
robot control, should, in the near future, allow industrial robots
to adapt to unexpected variations in their environments. Such
autonomous systems will rely on real-time sensory feedback
to reliably and accurately detect, recognize, and continuously
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track objects within the robot’s workspace, particularly for ap-
plications such as on-the-fly object interception.

In the vast majority of earlier research in the area of vision-
based surveillance, single or multiple static cameras have been
utilized (e.g., [1]–[5]). Recent research on multisensor, recon-
figurable dynamic systems has shown that significant improve-
ments in the performance of a surveillance system can be re-
alized through the use of mobile cameras (e.g., [6]–[9]). Thus,
the focus of this paper is the implementation of such an active-
vision-based surveillance system that utilizes multiple reconfig-
urable cameras for object detection and localization of a single
object via sensor fusion.

The underlying methodology, introduced in Section II, is
based on the principles of dispatching, typically used in the
operation of service vehicles. An optimal subset of dynamic
sensors are selected and maneuvered in response to the motion
of the object. The data obtained is then combined in a data-fusion
process. The modular hardware and software architecture used
to implement the system in a flexible and distributed manner is
outlined in Section III. The architecture serves to combine the
newly developed algorithms for dispatching and motion con-
trol with established techniques for object motion prediction,
image processing, and sensor fusion. Experimental results are
presented in Section IV.

A. Active Vision

Active vision at the conceptual level has been defined as “. . .
intelligent control strategies applied to the data-acquisition pro-
cess which will depend on the current state of the data interpre-
tation” [10]. In general, active-vision systems have addressed
some, but rarely all, of the following issues:

1) control of the internal parameters (e.g., focus, zoom, and
aperture) of a reconfigurable camera;

2) control of the external parameters (e.g., position and bear-
ing) of a reconfigurable camera;

3) control of illumination conditions (i.e., intensity, direction,
and colour of light sources);

4) determination of a sensing strategy based on the overall
goal of the active-vision system.

For example, in [7] and [11], active vision was used only as
a way to eliminate the workspace-size/pixel-resolution trade-
offs usually encountered with the use of single static-camera
surveillance systems. The control strategy adjusts the external
camera parameters (camera orientation) to monitor the entire
workspace and acquire high-resolution images of a detected
target. Similarly, the active-vision system described in [12] uti-
lizes pan/tilt/yaw cameras to enhance the acquired image quality
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in order to improve object recognition and tracking for robot
guidance and collision avoidance. The system proposed in [13]
uses a control strategy to continuously configure both the inter-
nal (zoom) and external parameters (position and orientation)
of a single camera for added accuracy and detection speed. The
robot-mounted camera is positioned and optically configured so
that the entire workspace can be monitored—once an object is
detected, the camera is maneuvered and optically reconfigured
so that high-resolution images of the target can be acquired.

B. Multicamera, Active-Vision Surveillance

The surveillance systems described above are atypical in
that they rely solely on a single reconfigurable camera. Most
surveillance systems utilize multiple reconfigurable cameras
for increased accuracy and reliability [14]. These multicam-
era surveillance systems use at least one (or combination of
more than one) way to combine the sensor data through sensor
fusion. Sensors have been commonly classified by the type of
fusion method used to process their output [15]: Cooperative
sensors combine data from each sensor in order to obtain in-
formation that would not be available from any single sensor.
Complementary sensors are those that do not directly depend
on each other but whose data can be combined to provide more
comprehensive information. Competitive sensors refer to those
that independently provide information about the same physical
phenomenon. Redundant data from competitive sensors is com-
bined through sensor fusion to decrease the uncertainty [16].

The choice of the type of sensor network depends on
application-specific requirements, including the sensing envi-
ronment. For example, in object localization in uncluttered en-
vironments, for improved speed and reliability of target detec-
tion, a cooperative sensor network can be used to track targets
through the use of both static and mobile cameras [17]. The
system in [18], for example, uses multiple competitive pan/tilt
cameras with remote zoom capabilities in order to increase the
tracking accuracy of the system. System performance can be
further increased by using a combination of cooperative and
competitive sensors. The system proposed in [19], for example,
like the system described in 0, uses a high frame rate static cam-
era to roughly estimate the target’s position; however, instead
of one pair of binocular cameras, it uses six competitive pan/tilt
cameras to determine the pose of the target via data fusion.

The multicamera active-vision systems described above use
sensing strategies to orient the cameras in order to keep the
target in the camera’s field of view. However, suitable sensing
strategies could be used to maneuver the cameras into optimal
poses, not only to keep the target in the camera’s field of view
but also to maximize system performance [20], [21]. The system
proposed in 0 uses high-level operation goals, geometric goals,
and uncertainty-reduction goals to generate task plans for an
assembly robot. The approach presented in [23] automatically
controls the vision system through influence diagrams based on
Bayesian tracking methods. The algorithm of [24] encodes the
a priori workspace knowledge as a discrete probability density
function of object locations and, then, generates camera poses

using heuristic methods in order to maximize the probability of
detecting the target while minimizing cost (time).

In contrast to the systems described above, our reconfigurable
active-vision surveillance system comprises a combination of
cooperative and competitive sensors, where the competitive
cameras are used selectively in order to minimize the amount
of data that must be processed. The required sensing strategy
is determined through a heuristic optimization technique that
dynamically selects a subset of cameras to service a demand
point on the object’s trajectory. The proposed methodology also
determines optimal poses and dynamically adjusts the extrinsic
camera parameters (its pose) in order to maximize localization
accuracy [6].

C. Dispatching Methods

The principles of dispatching used for the operation of service
vehicle [25] can be applied to the effective online reconfigura-
tion of a sensing system—namely, selecting an optimal subset of
dynamic sensors to be used in a data-fusion process and maneu-
vering them in response to the motion of the object. For example,
the system proposed in [26] discretizes time and computes new
viewing configurations for each time interval, while attempting
to minimize changes in sensor position from one interval to the
next. The system discussed in [27] determines two-dimensional
(2-D) camera layouts using an off-line optimization—deviations
from the planned approach are handled online using heuristics
to adjust camera actions and temporal camera switching points.
The system proposed in [28] seeks viewpoints that satisfy pre-
set constraints over the entire task interval; if none exists, the
interval is divided until satisfactory viewpoints are found.

As one can note, the above-mentioned systems (i.e.,
[25]–[27]) rely heavily on a priori knowledge and, therefore,
are not sufficiently robust to variations in the target trajectory.
The system proposed in [29], however, uses a set of cooperative
active-vision sensors for continuous tracking and surveillance of
multiple targets. Each camera is controlled individually through
an agent-based architecture. In this system, each camera scans
the workplace until a target is detected. Information regarding
a detected target is shared among all sensors, upon which each
sensor decides whether to participate in tracking of the target
or to continue scanning for another target. In contrast to [29],
the system proposed in this paper dynamically reconfigures the
viewpoint (position and orientation) of each camera to increase
the tracking accuracy. The dispatching algorithm can quickly
and optimally adapt to unexpected trajectory variations without
any prior knowledge about the object motion.

II. SENSOR DISPATCHING

In the context of object surveillance, sensor dispatching at-
tempts to maximize the effectiveness of a sensing system used to
provide estimates of target parameters at predetermined times or
positions along the object trajectory. Herein, it is assumed that
the times at which the information is desired are fixed. These pre-
determined times are referred to as demand instants tj . The posi-
tion of the object at a particular demand instant is a demand point
Dj . Without prior knowledge of the object trajectory, the pose of
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a demand point corresponding to a demand instant may be pre-
dicted from observations of the object motion. This estimation
of the demand-point pose changes (and its corresponding un-
certainty diminishes) as the prediction accuracy improves over
time; however, the demand instant remains constant.

If the sensing system comprises multiple redundant sensors,
a subset of these may be sufficient to satisfy the sensing re-
quirements of a demand point. Namely, a sensor-fusion process
does not need to combine information from all of the sensors in
the system. Instead, a subset of sensors (k ≤ n, where k is the
subset size and n is the total number of sensors) may be selected
to survey the object at a particular demand instant. This group
of sensors is referred to herein as a fusion subset.

In this context, the general sensor dispatching problem is
stated as follows. Given a set of sensors and a set of time-varying
demand points, determine the subset of sensors (and their corre-
sponding poses) that will sense the object at each demand instant
while ensuring that the remaining sensors are adequately dis-
tributed throughout the workspace for possible future use. There
are a number of methods by which this sensor-dispatching prob-
lem may be approached. These include analytical optimization,
machine learning, and heuristic approaches. One such heuristic
sensor-dispatching approach is detailed in 0, a brief review of
which follows.

To facilitate dispatching in real-time, a finite segment of the
object trajectory (consisting of m demand instants) may be
defined and the corresponding demand points estimated. This
set of demands constitutes a rolling horizon. The period between
two demand instants is the service interval—the amount of time
available for planning and positioning of the sensors before
data acquisition must occur. An appropriate service interval is
usually set a priori, based on the task, the needs of the user, and
the rate of data acquisition and processing.

A. Sensor Selection

Integral to dispatching is an estimate of the quality of data
that each sensor can provide for the demand point at hand,
given its pose in the workspace and its motion capabilities.
This estimate is used to select sensors for inclusion in a fusion
subset (i.e., assignment) and assess the desired pose of each
sensor during surveillance. Herein, a visibility measure that is
inversely proportional to the measurement uncertainty is used
to assess the fitness of a single sensor or group of fused sensors.
The visibility measure for a single sensor is considered to be

vs =
{

1
‖R‖ , if the demand point is unoccluded
0, otherwise

(1)

where ‖R‖ is the Euclidean norm of the covariance matrix asso-
ciated with the sensor measurement. Note that, since this paper
assumes an unobstructed single-object dynamic environment,
assessment of occlusion is not necessary and, therefore, outside
of the scope of this paper.

The visibility measure for a fusion subset comprising k sen-
sors is defined as

vf =
1

‖P‖ (2)

where P represents the fused covariance matrix

P =

[
k∑

i=1

R′−1
i

]−1

and

R′
i =

{
Ri, if the demand point is unoccluded
0, otherwise.

For the cameras that are used in our experimental setup, R
is a function of six variance parameters: three for the Carte-
sian position of the target (x, y, z) and three for its orienta-
tion (nx, ny , nz ). Our variance analysis experiments led to the
conclusion that only two controlled sensor parameters signifi-
cantly affect the measurement variances: the Euclidean camera-
to-target distance d and the bearing of the camera with respect to
the target θ. Appendix A provides details of these experiments.

The visibility measure allows the merits of one sensor to be
compared to others when observing the object at a particular de-
mand point. It also allows the effect of different combinations of
sensors (i.e., different fusion subsets) to be assessed. Sensors are
selected based on their expected contribution to a high-quality
estimate of the parameters of interest. While the best sensors are
most often selected, the visibility measure also makes alternate
strategies possible. For example, by assessing combinations of
sensors over a number of demand points (predicted into the fu-
ture) tradeoffs may be made, choosing nonoptimal sensors for
the current demand to improve performance for other (future)
demands. Additional information on the visibility measure may
be found in [6] and [30].

B. Assignment and Positioning

The first demand point on the rolling horizon is serviced
first. A coordination strategy optimally selects a subset of k
sensors from the complete set of n sensors to service the demand
instant. Furthermore, this search specifies the desired poses for
all assigned sensors at the time of data acquisition, thereby
implementing the positioning strategy.

Sensor assignment is triggered either by an object entering
the workspace or the completion of a previous service interval.
Once assigned, the subset of sensors cannot be altered until
the demand is serviced (i.e., data are acquired), completing the
service interval. However, the desired poses of the assigned
sensors may be altered in real time. Large uncertainties in the
predicted demand-point poses at the time of first assignment
may necessitate reevaluation during the service interval. These
pose adjustments are handled by a replanning method, discussed
in Section II-D.

The assignment and positioning of sensors for a demand point
is summarized as follows.

1) Predict the object’s pose Dj at the demand instant tj .
2) For every sensor Si, i = 1, . . . , n:

a) Determine its best achievable pose with respect to
Dj .

b) Assess the corresponding (single sensor) visibility
metric vs .
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Fig. 1. Assignment and positioning of sensors S1, S2, and S3 to demand
point D1. S4 is unassigned.

3) Rank all sensors according to their achievable visibilities,
from highest to lowest.

4) Assign the top k ranked sensors to tj . [The desired pose
of each assigned sensor is the best achievable pose deter-
mined in Step 2a).] See Fig. 1 for an example assignment.

Note that the best achievable pose for a demand point Dj is the
one that maximizes the visibility of the object at the correspond-
ing demand instant tj . It is determined using a sensor model that
describes the optimal sensing pose (with respect to the object)
and may be constrained by the workspace and the dynamic lim-
itations of the sensor. Thus, the best achievable pose specifies
the goal of the sensor, given a finite amount of time for sensor
positioning.

The size of the ideal fusion subset k is fixed throughout
the surveillance task. Assignment means that no more than k
sensors will be used for any demand; however, the optimality
of the data from these sensors is not guaranteed. As long as
at least one sensor can observe the demand point, the system
will provide reliable information. Observations from additional
sensors serve to increase the accuracy of the system.

C. Preassignment and Prepositioning

Sensors that have not been assigned to the first demand point
on the rolling horizon may be preassigned to subsequent de-
mands in anticipation of future sensing requirements. The ap-
proach used herein for preassignment and prepositioning is sim-
ilar to that outlined in Section II-B for the servicing of the first
sensing point; however, there are some differences. First, while
the suitability of each sensor is considered for each demand
instant, only those that have not been previously (pre)assigned
may be preassigned to the demand instant under consideration.
Second, the preassignment algorithm is an iterative process that
considers additional demand instants until either all sensors
have been preassigned or the end of the rolling horizon has been
reached. See Fig. 2 for an exemplary preassignment.

D. Replanning

As each sensor is assigned to a particular (predicted) demand
point, its desired pose with respect to the demand point is also
specified. This desired pose is used as an input to the sensor-
motion controller. As the service interval elapses, the estimates

Fig. 2. Preassignment and prepositioning of sensor S4 to demand point D2.

of the demand-point pose are continually updated as additional
observations become available. Note that the estimate of each
demand point has an associated region of uncertainty (e.g., a
confidence interval). If the newly predicted demand point lies
outside of the uncertainty region of the demand point at the time
of assignment, then replanning is initiated. The demand-point
pose is replaced with the new prediction, and the desired poses of
all sensors assigned to this demand point are adjusted to reflect
the changes in prediction. In contrast, if the newly predicted
demand point lies within the uncertainty region of the original
demand point, then no replanning is done since adjustment of
the sensor poses provides no guaranteed benefit.

The uncertainty region for each sensor is specified by its
sensor model. Replanning is initiated if δx > ρ

√
σ2

x ∨ δy >

ρ
√

σ2
y ∨ δz > ρ

√
σ2

z , where δx, δy , and δz are the position er-

rors between the demand-point estimate at the time of assign-
ment and the current demand-point estimate; ρ is a scaling factor,
and σ2 is the variance of the initial estimate.

E. Initial-Pose Determination

The quality of information obtained during the surveillance
of the object normally would be dependent on the initial poses
of the sensors. The impact of initial sensor placement is more
pronounced if the speeds of the sensors are relatively slower
than the speed of the object. Lower sensor speeds would require
the sensors to be more widely distributed in the workspace. If
a rough estimate of the object trajectory is known a priori, the
sensing system can be reconfigured in an optimal manner. One
such initial sensing-system configuration approach that maxi-
mizes the visibility of the surveillance system over the entire
target trajectory is outlined in [30].

III. MULTICAMERA SURVEILLANCE SYSTEM IMPLEMENTATION

The multicamera, active-vision surveillance system described
in this paper can track a target (i.e., a feature on a moving object)
as it maneuvers through the workspace and estimate its position
(x, y, z) and orientation (nx, ny , nz ) at predefined time instants
tj . In our experimental system, shown in Fig. 3, an object with
a circular marker is placed on a two-dimensional xy table so
as to simulate the planar motion of an object traveling on a
conveyor or on an automated guided vehicle (AGV). The setup
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Fig. 3. Surveillance system. See Table I for hardware specifications.

Fig. 4. System layout. See Table I for hardware specifications.

permits experimentation with different target trajectories as well
as it facilitates accurate evaluation of system performance by
recording the exact pose of the target at each demand instant.

A. Surveillance System Configuration: Hardware and Software

The surveillance system uses information from a static over-
head camera to select and position a subset of cameras, from
the four active-vision cameras available, for independent target-
pose estimation. The active-vision cameras have varying motion
capabilities—all of them can rotate about their z axis, while two
can also translate along their x axis.1 These cameras use a 0.25-
in CMOS sensor and are equipped with 25-mm lenses. This
results in the target circle being about 200–250 pixels in diam-
eter when imaged. Figs. 3 and 4 show the overall layout of the
surveillance system; Table I provides the hardware specifica-
tions for all of the major system components.

The surveillance system utilizes three main software mod-
ules developed in our laboratory: the Prediction, Dispatching,
and Imaging Modules, which work cooperatively to predict the
target’s motion, reconfigure the active-vision system, and image
the target at predefined demand instants, respectively (Fig. 5).

1Camera x and z axes are in the same directions as the world coordinate
frame shown in Fig. 4.

TABLE I
HARDWARE SPECIFICATIONS

Fig. 5. Software architecture.

Due to the high modularity level of the surveillance system, a
common memory space is used to ensure that multiple mod-
ules can simultaneously access the current state of common
state variables. The common memory space is implemented as a
“blackboard” that provides a controlled method for the exchange
of data between the individual modules. A Data-Management
Module controls the flow of information into and out of the
blackboard, preventing inadvertent corruption and, thereby, en-
suring data integrity and reliability.

B. Prediction Module

The primary purpose of the Prediction Module is to determine
an approximate estimate of the target’s (i.e., side marker’s) fu-
ture position by tracking the relative position of a different
circular marker mounted on the top surface of the object using
a static overhead camera (Fig. 4). Since this marker is restricted
to a planar motion, its vertical distance (along the z axis) to the
overhead camera remains constant, and the image coordinates
are easily transformed to world coordinates after calibration
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Fig. 6. Dispatching submodules.

of the camera parameters using Tsai’s camera-calibration tech-
nique [31].

The observed position of the top marker is fed into a recursive
Kalman filter (KF) [32] for target-motion prediction. Namely,
the module uses the target state model maintained by the KF to
predict the future poses of the target corresponding to (service)
demand instants as specified by the Dispatching Module. The
KF was chosen as a prediction and smoothing operator since it
is relatively simple to implement and provides accurate results
in tracking a wide range of trajectories.

C. Dispatching Module

The Dispatching Module has two primary functions: 1) se-
lecting a subset of dynamic cameras for target imaging, from
the set of all available cameras; and 2) positioning all cam-
eras with respect to the predicted target poses at specific
demand instants (demand points), as estimated by the Pre-
diction Module. The Dispatching Module directs the Imag-
ing Module to perform multicamera image acquisition of the
target at each demand instant. The heuristic dispatching ap-
proach detailed in Section II is implemented using an online
dispatching architecture.

The Dispatching Module consists of four submodules, shown
in Fig. 6: 1) an Assignment and Positioning Submodule; 2) a
Preassignment and Prepositioning submodule; 3) a Replanning
Submodule; and 4) a Motion-Control Submodule.

1) Assignment and Positioning Submodule: This submod-
ule uses an iterative-ranking approach to select a subset of
cameras to be assigned to the next demand instant. An “in-
creasingly complex” ranking procedure is used. The cameras
are first ranked based solely on a priori information regarding
the demand point. This is followed by an assessment of the
normalized distance of each sensor to the demand point (i.e.,
actual distance/[max velocity × time]). Sensors are ranked by
their achievable proximity to the demand point—the closest
sensor ranks highest. Finally, the sensors are ranked according
to the estimated visibility of the demand point from their best
achievable pose. The best achievable pose is determined through

a heuristic optimization of the sensor uncertainty as given by the
sensor model, as discussed in Section II. The top-ranked cam-
eras are assigned to the next demand instant with a specified
desired pose (based on the best achievable pose), while unas-
signed cameras are assigned to future demand instants using the
preassignment and prepositioning module.

2) Preassignment and Prepositioning Submodule: This sub-
module uses a similar method to the Assignment and Position-
ing Module—the algorithm considers as many future demand
instants as needed until all available sensors are preassigned or
the end of the rolling horizon has been reached. The desired pose
of each assigned (or preassigned) sensor is set to its best achiev-
able pose with respect to the demand point that it is assigned
to.

3) Replanning Submodule: This submodule continually
monitors the sensor assignments as the predictions of the
demand-instant locations improve. If the newly predicted pose
of the target differs from the original target-pose prediction used
at the time of camera assignment by more than the uncertainty
associated with the estimate, the best achievable camera poses
are reassessed.

4) Motion Submodule: The main objective of this submod-
ule is to maneuver the cameras into their desired poses as
specified by the above three submodules. It serves as an in-
terface between our in-house-developed software modules and
the commercial motion controllers, which control the stepper
motor drives of the linear and rotary stages on which the dy-
namic cameras are mounted. As such, this submodule deter-
mines the time-varying trajectories of the cameras online. The
Motion Submodule also independently controls the motion of
the user-selected object trajectory and records it for later system-
performance assessment.

This submodule also polls the motion controllers for real-
time camera-pose information to be utilized by both the Dis-
patching and Imaging Modules. The Dispatching Module uses
the current camera poses in order to assess camera assign-
ments and determine their future poses. The Imaging Mod-
ule uses the current camera-pose information to transform the
target pose, obtained in camera coordinates, to world coordi-
nates. This transformation serves to align the data from individ-
ual camera frames into a common reference frame as required
for fusion.

D. Imaging Module

Upon receiving a command from the Dispatching Module, the
Imaging Module uses the assigned dynamic cameras to acquire
and process images of the target for independent localization.

1) Marker-Pose Determination: An analytical technique de-
veloped by Safaee-Rad et al. [33] is used to estimate the pose of
the target’s circular marker in camera coordinates based on the
perceived ellipse, defined by the marker’s boundary edges. The
five elliptical parameters—namely, the center point (x and y),
the major axis, the minor axis, and the orientation—are required
by the algorithm. The elliptical parameters are found through
a least squares type of fitting technique, applied to the edge-
detected image. Model fitting is accomplished by minimizing
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the following error function J :

J =
N∑

i=1

[wiQ(Xi, Yi)]2 (3)

where wi is the weighting factors that account for the nonuni-
formity of the data points along the boundary of the ellipse and
Q(Xi, Yi) is the general equation of an ellipse given by

Q(Xi, Yi) = aX2
i + bXiYi + cY 2

i + dXi + eYi + f (4)

where (Xi, Yi) is the position of the ith edge pixel marking
the boundary of the perceived ellipse. The optimized vector
(a, b, c, d, e, f) is then used to calculate the five parameters of the
ellipse. From these elliptical parameters, the three-dimensional
(3-D) pose of the circular marker is computed [33]. The orien-
tation of the marker is determined first. Then, using the intrinsic
camera parameters and the previously known marker size (in
mm), the marker position is calculated (see Appendix B for
details).

2) Data Fusion: Individual estimates of the target’s pose
are first transformed from their camera coordinate frames into a
common world coordinate frame using the known camera poses.
Since the center of the camera frame and its rotation axis may
not coincide, there may exist an offset that must be accounted for
when transforming the target position from the camera frame
to the common world coordinate frame. This offset is deter-
mined through a moving camera-calibration method outlined in
Appendix C.

The aligned estimates are then fused to determine a single
estimate of the target’s pose in world coordinates. The specific
fusion algorithm, Optimal Region [15], was chosen herein for
several reasons: 1) it requires a minimum amount of a priori
knowledge about the target’s trajectory, providing robustness to
unexpected trajectory variations; 2) uncertainties in all cameras
are estimated and considered to allow optimal fusion; 3) in the
event of sensor malfunction, invalid data may be identified and
discarded, affording some degree of fault tolerance; and 4) it is
computationally efficient, enabling an online implementation.

A model developed in [34], which represents each sensor
reading as a range containing the correct value of the variable,
serves as the basis of the Optimal Region fusion algorithm. In
order to distinguish between the model and the physical sensor,
two terms were defined in [34]: concrete sensor and abstract
sensor. A concrete sensor is the physical sensor with a single
value reading X . An abstract sensor is a range of values r,
which includes the correct value of the physical variable being
measured by the sensor

r ∈ �, X − δ < r < X + δ (5)

where δ represents the accuracy of the sensor, calculated through
a priori knowledge of the sensor’s uncertainty.

The Optimal Region fusion algorithm requires an abstract
sensor reading from each of the physical sensors (i.e., given k
sensor readings, the algorithm will acquire k ranges, r1 . . . rk ).
If a no-fault system is assumed (i.e., all abstract sensors return
a range that includes the correct value of the physical variable),
then the range of values common to all abstract sensors contains

Fig. 7. Optimal region of four abstract sensor ranges.

the correct value of the physical variable. This common range
rc is referred to as the optimal region

rc = r1 ∩ r2 ∩ · · · ∩ rk . (6)

In real systems, however, faults may occur and, therefore, one
or more sensors may not return a range that includes the correct
value of the physical variable. The optimal region algorithm
would still return a range that includes the correct value if

kj < k/2 (7)

where kf is the total number of faulty sensors and k is the total
number of sensors used (see [34] for proof and further details).
To accomplish this, the algorithm finds regions where (k −
kf ) of the k abstract sensors intersect, referred to as probable
regions. The algorithm uses range trees recursively to return the
smallest region that contains all probable regions as the optimal
region. The final fused estimate L is the weighted average of
the center of each probable region qj

L =

∑
j qj sj∑
j sj

(8)

where sj is the number of sensors intersecting in the jth probable
region.

Let us consider the following example. Four sensors are used
to estimate the linear position of a target X . Sensor 1 returns an
X-value of 601 mm, where through off-line sensor modeling it
is known with 99.74% confidence that the true target position
is within ±5 mm of this reading. Therefore, the abstract sensor
range is defined to be 596 to 606 mm, as shown in Fig. 7. Abstract
sensor ranges are found for the other three concrete sensors in
a similar manner. The maximum number of allowable faulty
sensors for fusion with k = 4 sensors is one. The optimal region
is defined as a range of values for which k − kf = 3 abstract
sensors agree. Therefore, in this example, the optimal region is
600mm < X < 603 mm, where the ranges for Sensors 1, 3, and
4 intersect. Sensor 2 is not included in the probable region and,
therefore, is considered to be faulty. The final fused estimate is
the center of the single probable region, L = 601.5 mm.

IV. IMPLEMENTATION EXPERIMENT: ROBUSTNESS

TO TRAJECTORY VARIATION

A large number of experiments conducted in our laboratory
verified that the performance of a surveillance system can be tan-
gibly improved by using active sensors in conjunction with a dis-
patching algorithm. The observed improvements are primarily
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Fig. 8. Experiment Set A. Optimal initial sensing-system configurations for
(a) a static system, (b) a medium-speed system, and (c) a fast-speed system.

due to: 1) increased robustness of the system (i.e., improved
ability to cope with a priori unknown object trajectories);
2) decreased uncertainty associated with target-pose estimation,
achieved through better sensor positioning and the use of redun-
dant sensor data; and 3) increased reliability gained through
sensory fault tolerance.

A. Experimental Setup

In the specific examples discussed herein, the performances of
three surveillance-system configurations are considered. Each
configuration is distinguished by the motion capabilities of its
sensors, namely: 1) static; 2) medium speed; and 3) fast speed.
The static system has no camera-motion capabilities and, there-
fore, the cameras are restricted to their initial poses, optimally
set at the start of the experiments. In the medium-speed sys-
tem, the cameras have both translational and rotational mo-
tion capabilities, with maximum velocities of x = 10 mm/s and
α = 0.1 rad/s. In the fast-speed system, the cameras also have
both translational and rotational capabilities; however, the max-
imum velocities are set to x = 25 mm/s and α = 0.2 rad/s. The
goal of each system is to track a moving object with a trajec-
tory that is a priori unknown and at each demand instant to use
the best three out of four cameras to acquire target data. Prior
to each experiment, the cameras are placed at optimal initial
poses, specific to the motion characterisitics of the sensors and
the expected object trajectory.

For the first set of experiments (Experiment Set A), the cam-
eras of each surveillance system were placed at an optimal initial
configuration based on the assumption that the object will follow
a parabolic trajectory (Fig. 8). For these experiments, this tra-
jectory assumption held true. For the second set of experiments
(Experiment Set B) the cameras were initially configured based
on the assumption that the object would enter from the top-left
corner of the workspace and follow a straight-line trajectory to
the opposite diagonal corner (Fig. 9). For these experiments,
this trajectory assumption did not hold true. The object actually
entered the workspace from the bottom-left corner and followed
a parabolic trajectory.

The maximum speed of the target along its trajectory was
set to 20 mm/s for all of the experiments. Consequently, one
notes that the cameras of the medium-speed system had a lower
translational speed than the target along the x axis for most of the
target’s trajectory, while the cameras of the fast-speed system

Fig. 9. Experiment Set B. Optimal initial sensing-system configurations for
(a) a static system, (b) a medium-speed system, and (c) a fast-speed system.

had a translational speed along the x axis that exceeded the
target’s speed throughout its entire trajectory. This superiority is
reflected in the optimal initial configuration of the system in both
sets of experiments (Figs. 8 and 9). The initial configuration for
the medium-speed system has the two cameras with translational
capabilities (i.e., Cameras 1 and 4) placed ahead of the target, to
compensate for their slower translational velocity. This strategy
forced the systems to utilize the rotational capabilities of each
camera to a greater extent than the faster system, in an effort to
keep the target within the field of view of the cameras. The initial
configuration of the cameras for the static system was selected
such that the target can be imaged by at least three cameras at
any demand point along the object trajectory, albeit at a lower
quality than may be achieved with the other two mobile sensing
systems. It should be noted that the size of the tracking region
was limited by the viewing area of the static system.

B. Performance Evaluation

System evaluation was carried out using the visibility met-
ric introduced in Section II. The visibility of the target for a
particular camera is calculated using the expected variance of
the measurements. This variance is a function of the camera’s
Euclidean distance to the target and its bearing (i.e., the angle
between the camera’s optical axis and the normal of the target’s
surface). In addition, the system performance was also eval-
uated by determining the extent of the errors in the real-time
target-pose estimation. The absolute error in position estima-
tion Eposition is the Euclidean distance between the true target
position (xt, yt , zt) as measured by the motion controller and
the estimate of the target’s position (xe, ye , ze) as determined
by the surveillance system

Eposition =
√

(xe − xt)2 + (ye − yt)2 + (ze − zt)2. (9)

Similarly, the absolute error in surface normal estimation
Eorientation is the angle between the true surface normal nt

and the estimated surface normal ne

Eorientation = cos−1(nt · ne). (10)

C. Results

The pose of the moving target was estimated at ten dis-
tinct demand instants during its motion. The demand-instant
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Fig. 10. Experiment Set A. Observed visibility of the target by a sensing-
system configuration that is expecting and observing a parabolic trajectory.

Fig. 11. Experiment Set B. Observed visibility of the target for a sensing-
system configuration that is expecting a straight-line trajectory but actually
observing a parabolic trajectory.

visibilities corresponding to sensing systems initially config-
ured for different object trajectories, Experiment Sets A and
B, are given in Figs. 10 and 11, respectively. When comparing
the three systems in both experiments, it can be noted that the
use of mobile cameras tangibly increases the target’s visibility
(and, hence, reduces estimation uncertainty). As the dynamic
capabilities of the cameras improve, the performance of the
system is enhanced.

Comparing the visibilities of the three distinct systems in
Experiment Set A with those of Experiment Set B, several ob-
servations are made. First, as expected, the static system of
Experiment Set A has a noticeably higher visibility than the
static system of Experiment Set B, since the former system
is better initially configured for observing the parabolic object
trajectory. Second, in Experiment Set B, although both systems

Fig. 12. Experiment Set A. Absolute errors in the target’s position estimates
by a sensing-system configuration that is expecting and observing a parabolic
trajectory.

Fig. 13. Experiment Set B. Absolute errors in the target’s position estimates
by a sensing-system configuration that is expecting a straight-line trajectory but
actually observing a parabolic trajectory.

(medium and fast speed) suffer in performance during the initial
demand instants due to a poor initial system configuration, they
both recover within at most three demand instants (the fast-
speed system recovers faster). Thus, the experiments confirm
that the dispatching algorithm can deal with object trajectories
that deviate significantly from the expected trajectory, whereas
the static system suffers significant performance degradation.
The absolute errors in the estimation of the target pose for both
experiments are presented in Figs. 12–15.

V. CONCLUSION

The implementation of a novel multicamera surveillance sys-
tem, suitable for target localization in online applications, has
been presented in this paper. The surveillance system uses
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Fig. 14. Experiment Set A. Absolute errors in the target’s surface-normal
estimates by a sensing-system configuration that is expecting and observing a
parabolic trajectory.

Fig. 15. Experiment Set B. Absolute errors in the target’s surface-normal
estimates by a sensing-system configuration that is expecting a straight-line
trajectory but actually observing a parabolic trajectory.

both active-vision and multisensor fusion in order to achieve
higher object-localization accuracies than are typically possible
through the utilization of single and/or static sensors. Dispatch-
ing is utilized to optimally select and position groups of cameras
to determine the target’s pose at the next demand instant. Inde-
pendent target-pose estimates, as determined by each camera,
are fused to provide a final estimate of a target’s pose.

Extensive experiments, some of which are presented herein,
have shown that tangible improvements in accuracy and relia-
bility can be realized through the use of multiple, active-vision
cameras controlled by the proposed dispatching algorithm. Ad-
ditional experiments have shown that the effectiveness of the
proposed surveillance system for object localization is greatly
affected by the number of cameras used, their motion capabili-
ties, and their initial configurations.

APPENDIX A
SENSOR MODELING

Sensor modeling is an important part of optimal dispatching.
The objective is to estimate a sensor’s performance given a set
of environmental conditions. As mentioned in Section II-A, the
performance of each camera, assuming that the view of the
target is unoccluded, is described in this work by a visibility
performance metric

vs =
1

‖R‖ (A1)

where ‖R‖ is the Euclidean norm of the covariance matrix
associated with the parameter measurements. For the cameras
used in our experiments, there are six variance measurements,
three for the target position (x, y, z) and three for orientation
(nx, ny , nz ). Through variation analysis it was determined that
only two controlled parameters significantly affect the measure-
ment variances: the Euclidean camera-to-target distance d and
the camera’s bearing θ.

Two-factorial experiments were performed to determine the
relationship between each measurement variance and the two
controlled parameters, d and θ. As an example, the results for
two variances (estimation along the y axis and one surface nor-
mal) are shown in Fig. 16. The improvement in variance is
mainly due to the shape of the elliptical projection of the cir-
cular marker (the target is better viewed at an angle between
20◦ and 40◦ from the surface normal), and noise in images has
lower noise-to-signal ratios at close distances (i.e., when the
marker occupies a larger area in the acquired images). Other
parameters, such as illumination, also affect the measurement
variance, but since they are uncontrollable they are not included
in the visibility measure.

APPENDIX B
THREE-DIMENSIONAL LOCATION ESTIMATION

The process of 3-D location estimation [33] of a circular
feature, using the estimated general parameters of the ellipse, is
as follows.

1) Estimation of the coefficients of the general equation of
the cone

ax2 + by2 + cz2 + 2fyz + 2gzx + 2hxy

+2ux + 2vy + 3wz + d = 0. (B1)

2) Reduction of the equation of the cone

λ1X
2 + λ2Y

2 + λ3Z
2 = 0 (B2)

where the XY Z-frame is the canonical frame of the
conicoids.

3) Estimation of the coefficients of the equation of the
circular-feature plane (plane intersecting the cone that
would result in a perfect circle)

lX + mY + nZ = p (B3)
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Fig. 16. Response surfaces of variances in (a) orientation estimation about z axis, σ2
n z

and (b) y axis position, σ2
y .

using the following transformation:




X
Y
Z
1


=




−m√
l2+m2

−nl√
l2+m2 l 0

−l√
l2+m2

−mn√
l2+m2 m 0

0
√

l2 + m2 n 0
0 0 0 1







X ′

Y ′

Z ′

1′


 . (B4)

The transformation is defined such that Z ′ is normal to the
plane axis defined by (B3). The solution to determining
l,m, and n depends on which of three possible cases
occurs: a) λ1 < λ2; b) λ1 > λ2; or c) λ1 = λ2.

4) Estimation of the direction cosines of the surface normal
with respect to the camera frame: l,m, n.

5) Determination of the radius of the circular feature (r) and
its center (X ′

oY
′
oZ

′
o) in camera coordinates (X ′Y ′Z ′) by

solving the following system of equations:

X ′
o = −B

A
Z ′

o

Y ′
o = −C

A
Z ′

o

Z ′
o = ± Ar

B2 + C2 − AD
(B5)

where

A ≡
(
λ1l

2
1 + λ2l

2
2 + λ3l

2
3

)
B ≡ (λ1l1n1 + λ2l2n2 + λ3l3n3)

C ≡ (λ1m1n1 + λ2m2n2 + λ3m3n3)

D ≡
(
λ1n

2
1 + λ2n

2
2 + λ3n

2
3

)
. (B6)

APPENDIX C

MOVING-CAMERA CALIBRATION

In order to determine the relationship between the camera
coordinates and the world coordinates, the extrinsic camera pa-
rameters must be determined. The extrinsic parameters were

Fig. 17. Camera coordinate frame transformation due to camera rotation.

found in our work through the application of Tsai’s calibra-
tion method [31]. In order to account for changes in extrinsic
camera parameters, the algorithm first applies a transformation
matrix to return the rotated camera frame to the frame identical
to its original reference frame before rotation and then applies
a second transformation matrix to account for any translational
movement of the camera since the initial calibration.

In order to counter the effects of rotation, one must know
the rotation axis, the rotation angle, and the center of rotation.
We first make the assumption that the rotation axis is in the z
direction. A secondary calibration method is used to determine
the center of rotation in camera coordinates. First, the target is
placed in the camera’s field of view, and readings are taken on
its position in camera coordinates. Multiple readings are taken
and the results fused to minimize the effect of random noise.
Without changing the target position, the camera is then rotated
as much as possible while still keeping the target in its field of
view. A second set of readings is taken on the target’s position in
the new camera coordinates. The following equations are then
solved for the required offsets:[

cos(θ) − sin(θ)
sin(θ) sin(θ)

] [
Px1 − ax

Py1 − ay

]
+

[
ax

ay

]
=

[
Px2

Py2

]
(C1)
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where (Px1 , Py1) and (Px2 , Py2) are the target locations in cam-
era coordinates before and after rotation, respectively; θ is the
rotation angle; and (ax, ay ) is the center of rotation in cam-
era coordinates (Fig. 17). The inverse of (C1) transforms any
camera-frame rotation to the original camera-frame location.
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